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Reflecting on a body of research work can sometimes lead to the recognition of areas of 
opportunity for research that have gone largely unnoticed. In this paper we consider three 
such opportunities in the area of research on the teaching and learning of probability and 
statistics: i) Following up on students' initial thinking to watch for future transitions; ii) 
Investigating students' thinking on variability; and iii) Posing research questions that begin 
with what students can do rather than pointing out what they cannot do. Situations from 
research tasks, past and future, are used as starting points the discussion. 

Introduction 

It is a great honor that you have invited me to give this address at the 20th 
MERGA conference. I hope very much that my thoughts and words today might plant 
some seeds for future research in the area of data and chance, seeds that hopefully will 
enable us to improve the teaching and learning of probability and statistics at various 
levels of education. 

The area of probability and statistics within mathematics education, or stochastics 
as some of our European colleagues refer to it, has fascinated me ever since I fIrst had 
the opportunity to teach probability to beginning college students. There are two things 
that have fascinated me most in my twenty odd year journey with students in stochastic 
reasoning. One is fInding out what students think or believe about chance and data. How 
do they reason in situations that involve chance? The second involves documenting 
student growth or change as they are interacting with probability or data tasks. In 
reflecting on the current state of affairs of our research efforts. in probability and 
statistics, I fInd that we have made a good deal of progress in the fIrst arena--uncovering 
students' conceptions and beliefs about chance and data. However, we have made very 
little progress in the second arena, the documentation of student growth and change as 
they interact with chance and data tasks or curriculum materials. I believe this is a 
missed opportunity in our research. 

In preparing for this talk, and reflecting on some of the recent literature in 
research on probability and statistics, there were several other themes that emerged as 
opportunities that we researchers in the area of chance and data may be missing. These 
themes became nagging ones and kept returning to me as I pondered the current research 
situation in our fIeld. In particular, three themes strike me as missed, golden 
opportunities, and so I would like to bring them to your attention. One we have already 
mentioned above i) following student's thinking as they interact with materials. I was 
also struck by ii) the great absence of research on students' thinking about variability-­
where is it anyway? and, iii) the possibility of starting to do research based on what 
students can do rather than on documenting what they cannot do. And so, as fate would 
have it, I have chosen to try to plant some seeds today in this ground: a closer look at 
several of these "missed opportunities. " 
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Some missed opportunities 

For me it is helpful to think about these missed opportunities by starting from the 
context of several tasks, or situations, that have been used in research in probability and 
statistics. 

Situation 1--Following up on Students' Thinking 
In teaching probability and statistics we must not only deal with helping students 

to develop an understanding of and to apply some difficult mathematical and statistical 
ideas, but we must also deal with the psychological issues involving chance and data that 
can be deeply rooted in students' experiences or in their beliefs about chance phenomena. 
Sometimes the mathematical issues and the psychological issues are quite confounded, 
which makes our job all the more difficult. For example, consider the situation of 
drawing a sample of people from a large city in the V.S. to give their opinions on 
whether motorcyclists should be required to wear helmets for protective head gear. If we 
do a proper job of drawing our sample so that it is "representative" of the community, so 
that it doesn't have obvious bias, and so that it is as random as possible, we'd expect the 
opinion results from our sample of people to mirror the whole population, and thus to 
give us some realistic notion of the community's pulse on the wearing of helmets. This 
concept of a representative sample is a very powerful, and necessary one in the area of 
statistical decision making. On the other hand, consider the following version of an oft 
used task in research on probability and statistics. 

A fair coin is flipped 5 times in succession. Which do you feel is more likely to 
occur for the five flips? 

A)HTTHT B) HHHHH C) they have the same chance of happening. 

Here are some responses to this task which came from a recent convenience sample of 
middle school mathematics teachers before they had a class in probability and statistics. 

"I would go with A) only because it more closely approximates the ratio of 50-50, but in such a small 
sample anything is possible." 

"I would say both are equally likely on any particular instance, although the long term results would 
gravitate to a result more like A). 

" To get either sequence you'd have to multiply the probability of each being a Head or Tail (1/2) times 
each (of the) othertoss(es), so (112)"'5 for both." 

" ... (After circling C--then circles A) I changed my mind again. The chances are 50/50 no matter what, 
and sequence A is more likely." 

" A) because I think it would be more likely to have a series of two of the same than to have five of the 
same." 

"B) because A) is too specific. " 

"C). It is a 50-50 chance for either an H or a T, so either sequence." 

The responses from these teachers are very similar to the types of responses that 
have been found among middle school, secondary, and college students, and which have 
been well documented (Fischbein, 1996; Konold, 1983; Konold et. aI., 1993; 
Shaughnessy, 1977, 1981). They exhibit a great variety of beliefs, conceptions, and 
interpretations of the problem. The notion of a "representative" sample that is so helpful 
in the helmet survey can cause problems when applied in this context. There is no 
"sample" in the above question, there are just several outcomes from five flips. And yet 
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some of my subjects felt that the "representative" notion should apply here, too, when 
they said "A) more closely approximates the 50-50 ratio" or "(we are) ... more likely to 
have a series of two of the same, than to have five of the same." 

Several of the responders even tried to superimpose the idea of sample on the 
problem. "In a small sample anything is possible" and "the long term results gravitate 
toward A)," as if there were an ongoing sample. Still other responses indicate what Cliff 
Konold has described as the outcome approach (Konold, 1989; Serrano, 1996). "I 
would say that both are equally likely in a particular instance ... " and "it is a 50-50 chance 
for and H or a T so could be either (outcome)." Students may be just trying to predict 
what the next sequence would be if we tossed five coins, rather than considering these 
two sequences as only two among many possibilities. In fact, the question is framed in a 
way that might actually lead a subject to focus on single outcomes, rather than a range of 
possible outcomes. One of the teachers did use some knowledge about probability and 
did some calculations that indicate recognition of a whole range of outcomes, but was an 
exception. 

So, here we have an example of a well documented misconception about the 
likelihood that certain binomial sequences will occur in a probability experiment. Now 
what? What are our next steps? It seems in research on probability and statistics, we have 
developed a tradition of putting tasks to students and documenting the types of answers 
and responses they give, classifying various beliefs or conceptions about chance, 
randomness. However, I think that all too often we stop at that point, describe what we 
have found; and lament the state of affairs and the difficulty students have with chance 
concepts. For us as mathematics educators, the variety of responses to the question 
above can bea good starting point for research, not just an ending point in itself. Here 
we have a golden opportunity to place students into an environment to investigate this 
type of problem over time, and to document any growth and changes in their thinking. It 
seems that we don't often use the fruits of our research efforts to spin off further 
investigations. In this we may be missing some golden opportunities to ask questions 
that can show what our students are capable of, rather than simply documenting what 
they are incapable of. 

Suppose we took the point of view that our students' conceptions are 
"transitional conceptions, rather than mis-conceptions, that their thinking is always under 
construction. Where could we go from here with our questioning, what types of tasks 
might we pose for students, to help them begin transitioning in their thinking about 
binomial situations? This may be a slightly different way for some of us to think about 
research. The nature of evidence in our research on learning need not be static, it can be 
dynamic. We have an opportunity to do research on the process of learning. 

Here is an example (Figure 1) of a visual environment for binomial experiments 
that I have used as a point of departure for investigating student's growth in thinking. It 
is an activity taken from the Math and the Mind's Eye series (Shaughnessy& 
Arcidiacono, 1993). The Math and the Mind's Eye series is the parent projec.t that has led 
to the development of a middle school mathematics curriculum, based on visual thinking, 
that is currently underway in Portland, Oregon (Foreman and Bennett, 1995, 1996). 

In this checkerboard environment, we place a marker on the start square. As we 
flip a coin, an H indicates a diagonal move on the checkerboard one square up and left, 
and a T a move up and right, so that we stay on the shaded squares. I generally ask 
students to play this game several times, flipping a coin five times and moving the 
marker so that they can see the path of the marker up the board as they record the string 
of five H's and T's. In this way, sequences of tosses can be visualized on the 
checkerboard as "paths" up the board. For example, in Figure 2 the path HTTHT is 
drawn in on the board, as is the path HHHHH. 
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H T 

start 

Figure 1 

A B c D E F 

H T 

start 

Figure 2 

Here are examples of questions that I have used to investigate the development of 
transitional conceptions in students' thinking about binomial experiments. 

1) How many paths can you frod that correspond to HlllIHH? How many correspond to HITHT? 

2) Altogether, how many different paths are possible on the checkerboard for five tosses? 

3) How many different paths lead to each of the possible six fmishing areas A - E? 

As students work through this visual environment, some things inevitably come 
up as they discuss and analyze the game. Students' have: 

a) At frrst predicted equal #'s for the fmishing places, then, changed their mind because they see that 
there are more paths that lead to some finishing places than to others as they are playing it. 

b) Made connections between the paths and the sequences of H's and T's. Students can draw in all 
possible paths (there are 32 of them) which corresponds to listing all the possible sequences of 5 
H's and T's. 

c) Built their own theoretical model for the chance of a given outcome, like HTTHT, by counting 
paths. In doing this, they often mention that their model does depend on each path having an equal 
chance of occurring, but this seems reasonable to assume when using a fair coin. The branching 
odds are 50-50 at each juncture. 

d) Made connections between the number of paths and the numbers in Pascal's triangle (Figure 3). 
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Figure 3 

This particular visual model is quite powerful as a teaching tool as well as for use 
in a research environment, because it can be adopted for unequally likely branching, and 
for any path length. In other words, the two parameters in the binomial distribution, the 
number of trials "n", and the probability of success on a given trial "p", can be 
represented by the path length and the branching probabilities respectively. Students can 
see how HTTHT and HHHHH fit into the entire spectrum of possible outcomes. As 
researchers we can observe and document their thinking in transition. Growth and 
changes over time in students' thinking can also be documented using an approach like 
that of Watson, Collis & Moritz (1995). They investigated students' responses over 
grades 3, 5, 7, & 9 on various chance and data tasks and noted differences across ages. 
However, there are also opportunities for us to trace individual students or groups of 
students over time as they interact with problems and tasks. We do take advantage of 
these types of opportunities very often in our research, although recently some case 
studies of younger students engaged in probability tasks has been conducted by a group 
at Illinois State University (Jones et. al., 1997). 

Situation 2--Where is the research on variability? 
The two big concepts in the teaching and learning of data are central tendency and 

variability. Although there have been investigations into students' concepts and beliefs 
about "averages"(Russell and Mokros, 1996; Pollatsek et. al. 1981), there does not seem 
to be a similar tradition of research into students' ideas about variability or spread. One 
reason for the lack of research on variability, I believe, is that our research often mirrors 
the emphasis in our curricular materials, at least this seems to be the case in the area of 
chance and data. While there are a variety of models for centers (means, medians, 
modes) that have been developed and tried with students, there is not a corresponding 
rich array of models for spread or variability. For example, in research on averages, 
Russell and Mokros (1996) mention three different models of the mean that they have 
used to investigate elementary students' thinking about the mean--a fair divisions model, 
a center of balance model, and a dynamic distribution model in which students work 
backward from the mean to recreate various possibilities for the original distribution of 
the data. Russell and Mokros point out that each of these models has some limitations 
when used to introduce the concept of mean to children. Still another model that we have 
used for the mean (Figures 4 and 5) involves forming a stack of cubes to represent each 
data point, and then leveling off the stacks by making trades to find the mean (Foreman 
and Bennett, 1995). 

This model works equally well when asking students to find means from 
distributions, or when asking them to reconstruct distributions from means--the converse 
problem that Russell and Mokros investigated. The cube columns can be represented on 
centimeter grid paper, and cubes can be "sliced" to represent trades that involve rational 
numbers. We are rich in models for centers in our curriculum materials and they have 
carried over into our research tasks, but I find us lacking in similar creative models or 
approaches to concepts of variability and spread. 
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Figure 5 

Batanero et. al. (1994) make this same point about the lack of research on 
variability, and they mention an article by Loosen et. al. (1985) which suggests that 
textbooks in statistics seem to put more emphasis on looking at heterogeneity in data 
(centers) rather than on variability in data (spreads). (Note: there is some preliminary 
work being undertaken by Watson & Moritz (1997) in which they solicit students' 
thoughts about variability by asking them to compare and analyze various hypothetical 
distributions of student test scores). 

I have my own suspicions as to why variability has not received the attention that 
measures of central tendency have in our research. One reason is that statisticians have 
traditionally been very enamored with the standard deviation as the measure of spread or 
variability, and teachers and curriculum developers often avoided dealing with spread 
because they felt they couldn't do so without introducing standard deviation. Standard 
deviation is not only computationally messy, but difficult to motivate why it is a good 
choice for measuring spread, especially with beginning students. Another reason for 
lack of attention to variability is that centers or averages are often used to· predict what 
will happen in the future, or to compare two different groups-- not always used correctly 
in this regard of course but nevertheless used. The incorporation of spreads or variation 
into these predicting or comparing processes only confounds people's ability to make 
clean predictions or comparisons. You see, where there is variability or spread, there 
must also be some waffling in our predictions or comparisons, and predictors do not like 
to waffle (unless of course they are politicians). Furthermore, this whole concept of 
variability is outside of many people's comfort zone, and may even outside their zone of 
belief. Jim Landwehr (1989) nicely summarized people's over reliance on means and 
their beliefs about variability when he noted that people 
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* believe that any difference in means between two groups is significant 

* have unwarranted confidence in small samples 

* have insufficient respect for small differences in large samples 

* mistakenly believe there is no variability in the 'real world.' 

Let us again look at an example, this time we consider some research evidence 
about peoples' intuitive conceptions of variability. Here is a version of another task that 
has often been used. This particular version was reported by Schrage (1983). 

What would you think is more likely to occur? 

A) 7 of 10 babies born are males? 

B) 70 of 100 babies born are males? 

C) These two have the same chance of occurring? 

Here are some typical responses to this task, taken once again from the sample of 
middle school mathematics teachers: 

C) Because the chance of getting boys or girls is the same in both situations, so both choice A) and 
choice B) have the same chance of occurring 

C) The ratio of 7 out of 10 is the same as 70 out of 100, so it makes no difference, they are the same. 

B) With 100 babies you will have a lot more chances of having males. 

A) With less babies it seems more likely to be further away from 50-50. 

A) The more babies you have, the closer you should come to a 50-50 split. 

As in our fIrst example we can find a variety of beliefs and interpretations of this 
problem. Some of the interpretations (1 and 2) focus on predicting from averages or 
ratios--using a 50:50 ratio of boys to girls or from the sample proportion which is .7 for 
both choices A and B. On the other hand, several of the responses indicate that there is 
an awareness that smaller samples can deviate from expectations, or conversely, that 
larger ones should be closer to expectations (4 & 5). Schrage (1983) reports that 
although 60% of his sample of 153 pre service mathematics teachers chose response A, 
his results are misleading because in his follow up questions most of them gave incorrect 
reasons for this correct response, indicating that they were totally ignoring the effect of 
sample size in the problem. 

One difficulty I see with this item, and ones similar to it, is that it actually focuses 
the attention of the responders on centers, while dealing with the concept of spread. The 
problem is (implicitly at least) asking for the likelihood of a particular outcome (7 out of 
10 boys vs. 70 out of 100 boys) rather than asking what the likely range of outcomes for 
having 10 children, or 100 children might be. If we want to know what our students can 
do with variability, I think we have to ask a different type of question here. I think we 
need to pose questions on variability that can be answered in a sampling context in which 
the concept of an "interval of likely values" arises, rather than in a context that forces 
people to compare the point value probabilities of two particular events. Here is an 
example of a task on variability that I have used with students. 

Imagine you have a huge jar of M&M's with many different colors in it. We know that the 
manufacturer of M&M's puts in 40% browns. If you reached in and pulled samples of 20 
M&M's at a time, what do you think would be the likely range for the number of browns you 
found in your samples? 
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Responses I have received to this question vary from 7-9 browns up to 5-12 
browns. But no one yet has said "you will get 8 browns every time." So, the idea of a 
range of likely values in a sampling situation where the population proportion is known 
(40% in this case) is very accessible to students, what Fischbein might call a primary 
intuition (Fischbein, 1987). This can be a point of departure for further research on 
variability. What will students say if we change this question to samples of 100 M&M's? 
Then what will they say is the likely range for the browns? Nowadays it is very easy to 
actually "draw samples of 100 M&M's" by introducing a simulation of the M&M's 
experiment using some sort of sample-resample software. I find the little software 
package Prob-Sim (Konold & Miller, 1994) very useful for generating samples of this 
kind. The results from using Prob-Sim to draw 100 samples of 10 "babies" and 1 00 
samples of 100 babies are presented in Figures 6a and 6b. 

Key: Column totals indicate the number of times that n (horizontal axis) boys in 10 babies occurred. 

Figure 6a 
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Figure 6b 

Notice that there were 13 instances of 7 males born in 10 babies, however the 
outcome 70 (or even more) males in 100 babies did not ever occur in any of our samples 
of 100 babies. 

Based on such resampling results students can begin to gain intuition on what the 
likely spread of outcomes is for a sample from a population. They can begin to gain 
some sense of what is likely and what is unlikely to occur by considering the entire 
distribution of outcomes. They can begin to· develop some sense of the affect of sample 
size on the spread of likely outcomes. Neither a formal quantification of "spread" nor 
formal defmitions for variability need to be used in order for us to begin to investigate 
students' conceptions of variability. Furthermore, if we begin our research 
investigations on variability based on something that students can do (like estimating 
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confidence intervals for the M&M's problem), rather than something they cannot do (like 
comparing binomial probabilities in the baby problem) we may find that research on 
variability is an untapped well in research on data and chance. (By the way, the baby 
problem and the M&M problem can also be modeled in the visual checkerboard 
environment, since they are binomial problems. However, building a 20 X 20 or a 100 x 
100 checkerboard is a little inconvenient. On the other hand, if students have previously 
worked in the checkerboard environment, they can visualize it in this situation). 

I'd like to follow up more on the notion of starting our investigations into 
students' thinking on data and chance by looking at what our students can do rather than 
concentrating on what they stumble on. 

Situation 3--Unveiling what our students can do 
At the moment there seems to be bit of a boom in research into the teaching and 

learning of probability and statistics. At least one gets that impression when browsing the 
proceedings of a number of recent international meetings on research in mathematics and 
statistics education (Garfield, 1994; Puig and Gutierrez, 1996; Phillips, 1996; 
Batanero, 1996). The proceedings of these meetings depict an ever growing body of 
evidence that deals with students conceptions and beliefs about data and chance. (In fact, 
there is so much research reported now in the Newsletter for the International Group for 
Research in Probability and Statistics- begun by Joan Garfield at the University of 
Minnesota and currently edited by Carmen Batanero at The University of Granada- that 
it is becoming very difficult to keep abreast of research developments around the world). 

Although most of this research is being conducted by mathematics and statistics 
educators, a good deal of the theoretical underpinnings for the research into peoples' 
conceptions of data and chance is based on a methodology from cognitive psychology, 
particularly from the area of the psychology of decision making (Kahneman & Tversky 
1972, 1973; Kahneman, Slovic, & Tversky, 1982; Nisbett & Ross, 1980). There have 
been several past reviews of the literature which point to a large body of evidence in the 
area of students' conceptions and beliefs about probability and statistics, and to the 
psychological roots of this particular line of research (Hawkins & Kapadia, 1984; 
Garfield & Ahlgren, 1988; Shaughnessy, 1992; Borovcnik & Peard, 1996; 
Shaughnessy, Garfield, & Greer, 1996). Recently a group of psychologists at ~e 
University of Chicago has been challenging some of the claims of the earlier 
psychological research, and finding better "success" with students when questions are 
posed in terms of frequencies (Gigerenzer, 1994, 1996; Gigerenzer & Hoffrage, 1995). 
However, the basic methodology has remained the same: pose cognitive tasks to 
students, record successes and failures, but do little, if any, follow-up on their thinking, 
and rarely any following of the development of students' thinking over an extended 
period of time. 

In adopting the research tasks and methodology of our brethren in psychology, 
we have been able to document that our students have certain beliefs and conceptions 
about probability and statistics that can lead them to incorrect decisions or erroneous 
analyses of problems. We have been able to characterize some of these erroneous 
conceptions. We have been able to do an excellent job of documenting what our students 
cannot do in the areas of chance and data. We have not done a very good job 
documenting what our students can do. We, like our compatriots in psychology, tend to 
ask research questions that will almost certainly expose the pitfalls in our students' 
thinking. We do not often put students in situations that will give us an opportunity to 
document potential growth or possible change in their thinking. 

I suggest we adopt a somewhat different methodology, that we put students into 
open ended situations, that we ask them to try and make sense out of data, to generate 
their own questions about data, to design their own graphical representations of data, to 
in fact even create their own "measures" on data. This is a somewhat different paradigm 
for research on the teaching and learning of data and chance than we have taken in the 
past, and may even have some aspects similar to the Soviet teaching experiments. 

I would like to share a couple of tasks that I have used with some middle school 
students in the past several years which give them an opportunity to explore data. My job 
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is to watch what they do, and to listen, and occasionally to ask a question. The group of 
middle school students I worked with is a combined grade 6-7 class in a school located 
on the outskirts of Portland, Oregon. The class is an experimental class that has been 
working through the Visual Mathematics curriculum as it is being developed (Foreman & 
Bennett, 1995, 1996). 

The students are each given the entire weather page for one day taken from the 
local newspaper. (In many cities in the V.S., there is a special multicolored page for the 
weather, complete with many types data sets, graphs and charts, and containing both a 
national and a regional weather map). The students actually have a set of about 25-30 
consecutive days of this weather map among them, with each student having one day's 
weather summary. The maps are passed out so that students have consecutive days in 
their small groups of 4-5 students. The task begins with two writing stems, "We notice 
that .... " and "We wonder about .... ", and asks students to make lists under each stem. 
After a while, the groups are asked to share and discuss what they have written in their 
lists. Here are some of the responses I obtained from this group of students. 

We notice that: 
* the weather page tells weather from all over the world 
* a hurricane died down on the day we investigated 
* pictures and maps explains things better (than words) 
* they predicted rain 3/5 of the time on the 5 day forecast on our groups pages 
* the weather pages show information from the past for Portland 

We wonder: 
*why Medford has the highest air pollution 
*what the zeros indicate in the white column 
* if the east coast always has more severe weather 
* where the maps of Alaska and Hawaii are 
* how it can be that the high temperature is in the mornirig 

Of course, not all the "notices" or "wonders" that the students· come up with are 
worthy of an effort at exploration. But several of the "wonders" that the students came 
up with proved quite intriguing and were investigated by groups of students in great 
detail. Two of these were subsequently written into the . materials in the program as 
possibilities for teachers to use (Foreman & Bennett, 1996, p. 265). 

1) Is the coldest time of day more likely to occur before or after sunrise? 

2) How well do the weather folk do at predicting Hi and Lo temperatures five days in advance? 

To collect data on the first of these questions, students needed to extract information for 
the time of day for the lowest temperature from the time-temp graphs given for each day 
on the weather pages (Figure 7). They also needed to check on the time of sunrise, 
which they decided was around 7:00 A.M. for the days (in October) they were 
investigating. 

70" 

600 

500 

2 4 6 8 10 12 2 4 6 
a. noon 
m. 

Figure 7 
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Some of the students represented the information for the time of day for the low 
temperature in a type of line plot (Figure 8). 

x x 

2A 3A 4A SA 6A 7A 

Figure 8. Time of day for the low temperature 

x 
X 
X 
X 

SA 9A 10A 11A 

These students were surprised that the time of the low temperature for the day 
occurred after sunrise nearly as frequently as it did before sunrise. Quite a discussion 
ensued as to why there was such variability for the coldest time of day. 

The second of these questions above led students to gathering and comparing the 
real and the predicted temperature data. On each day, predictions are given in the 
weather pages for the next five consecutive days in graphics that include predicted Hi's 
and Lo's, and predicted weather conditions (e.g. rain, clouds, sun, etc.). The students 
in this sample are quite visually oriented, since the mathematics curriculum they have 
been working on emphasizes visual models and visual representations of ideas. So, it 
was no surprise that they represented the information for this problem in visual displays. 
Here are some examples of how students represented the information on predicted 
temperatures vs. actual temperatures (Figures 9, 10). 
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Figure 9 
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Degrees Off-Lows 
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They predicted too low 1%1 of the time and too high 1%1 of the time. They 
were right on %1 of the time. 2%1 of the time they were off by 5° or less. 

Degrees Off-Highs 

median X 
X X X Lx X X X 

X X X X X X X 

-L ... X X X X X X X X X X X X X X ... ..L 
-15 ... -9 -8 -7 -6 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 +6 +7 +8 +9 . .. +14 

More than 1f2 the time they were high by 3 or more degrees. Most of the time 
they predicted high. The data clusters between -1 and +5 off. We think 14 and 
15 degrees off are outliers. 2%1 of the time they were off by 5° or less. 

After the students had generated their own representations of the data they were 
shown how to represent data in a scatter plot. Although the students had some experience 
plotting points on co-ordinate graphs, this was their fIrst experience representing data in 
a scatter plot. While they were making this scatter plot, several student-generated 
graphical measures were created by different groups to "measure" what they meant by a 
"good prediction" for the fIve day temperature predictions. First, several students 
announced that the predictions were exactly correct only when the points landed on the 
line of equal temperatures--their own creation. This line became known as the "I. Alex" 
line, after one of its creators (Figure 11). 

Figure 11 

Student Plot with "1. Alex" line 
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Second, several other students created confidence band lines (they didn't call 
them this, of course) around the J. Alex line and decided that for this data, a "good 
prediction" meant that the points had to fall within these ±5 degree bands. These lines 
became known as the "Morgan" lines, naturally after one of their creators (Figure 12). 

Figure 12 

What was fascinating about this entire process were the many things that these 
students could do, on their own, while investigating this weather data. Given some time, 
the resources of their fellow students, and an interesting (to them) set of data, they were 
quite capable of organizing, analyzing, and representing the data their own way. 
Furthermore, they came up with several of their own user-constructed measures for 
making decisions about this data. If we, as researchers, give students an opportunity to 
show us what they can do, rather than what they cannot do, we may discover some 
encouraging conceptions and abilities that normally go unnoticed. 

Situation 4--What next?-- Investigate students' conceptual development in 
variability, over time, starting with what they can do. 

I'd like to conclude with a situation that I am beginning to work on. In pursuing 
this situation, I have been trying to listen to my own suggestions about some of these 
missed opportunities in research that we have discussed: 1) follow-up on student's 
thinking and reasoning by documenting growth and change over time; 2) begin to 
investigate student's conceptions of variability; and 3) try some research approaches that 
uncover what our students can do in problem solving in chance and data, rather than· 
merely documenting what they are unable to do. 

The data for this situation involve time lapses between blasts of one of our U. S . 
national treasures, the geyser Old Faithful located in Yellowstone National Park. The 
data were taken from the book A Handbook of Small Data Sets (Hand et. al., 1994), 
which contains data for the time intervals between blasts of Old Faithful for 15 
consecutive days. The plan is to put students into a context in which variability runs 
rampart, in several forms, but in which there is still the possibility of detecting patterns. 
Students are presented a table of the data taken from one day's blasts of Old Faithful 
(Table 1). Then they are asked, "What do you predict for the next day's data set, and 
why?" 
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Table 1 

Time intervals in minutes between Old Faithful's blasts 

First Day Data 

50 
87 

87 
49 

48 
80 

First Day Ordered Data --

93 
60 

54 
92 

86 
43 

53 78 52 83 60 

After they make their predictions for the next day's data, students are given data 
for three consecutive days of Old Faithful blasts, and asked to investigate whether there 
are differences in the data for these three days, and how they decided. The idea is to 
create an environment in which students get more and more information, one in which 
they become detectives while exploring the ultimate question "Just how faithful is Old 
Faithful, anyway?" 

Some visual representations from blasts on three consecutive days for Old 
Faithful are given in Figure 13. This data set has the potential to highlight the concept of 
variability, and perhaps to help counter Landwehr's concern that people believe there is 
"no variability in the real world." First, the time intervals between blasts given in Table 
1, indicate that Old Faithful appears to alternate between long time - short time 
throughout the day. Thus, there is variation within a day. Second, although the three 
ranges for the time intervals are comparable for all three days (comparative boxplots in 
Figure 13), the inter-quartile ranges are very different for the three days. They tend to 
cluster around 70-80 minutes for day 2, for example, but are spread from the mid 50's to 
the mid 80's for day 1, and from the mid 60's to the mid 80's for day 2. So, there is also 
variation across days. . 
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Minutes between blasts--day 1 

.. --..-. 

Minutes between blasts--day 2 
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---N = 17 

40 60 80 100 

Minutes between blasts--day 3 

First day 

•• --tIII-. Second day 

Third day 

60 80 100 
Minutes between blasts-

Clearly centers alone are not adequate to describe the Old Faithful's data set from 
one day to the next day, as there is tremendous variability in the range of times for the 
blasts, even though there are identical medians for days 2 and 3. 

Since middle school students love to play detective with complex data sets, they 
will likely be interested in exploring questions like: Does this long-short alternation hold 
up over many days? Do differences between days, like days 1 & 2, continue to occur or 
is this an unusual phenomenon? They will also come up with questions of their own, 
and with ways of representing the data that might not occur to us. I believe the Old 
Faithful environment is an example that will prove to be a fruitful context for 
investigating students' development of the concept of variability. 

In conclusion I would like to recommend that we investigate students thinking 
about data and chance starting with data sets and tasks that elicit conceptions of 
variability and difference, rather than tasks that focus on centers and sameness. I would 
also suggest that a more fruitful avenue for our research might be to begin with rather 
complex multivariate data sets, like the weather pages, rather than simple univariate data 
sets that can seduce us and our students into looking too much just at averages. And, as 
we go about our research, let's remember to follow-up on our students' thinking, and to 
include tasks that show us what they are capable of doing. 
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